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1:  Int’l Tsunami Digital Library1:  Int’l Tsunami Digital Library

• Web-based tsunami info is abundant, but
– Information is stored at distributed sites
– Each has different look-and-feel
– Each has unique organization and 

navigation
– Each targets different issues for exposure

• Users spend unnecessary time and effort 
looking for what they need
– Hard for search engines to find them
– Difficult for users to retrace their steps 

later



Enter the Tsunami Digital Library...Enter the Tsunami Digital Library...

• Tsunami info environment targeted at 
non-researchers

• Applies unified look-and-feel to 
distributed, independent documentation 
sources

• Applies “intelligence” to parsing, search, 
and retrieval capabilities

• “Personalizes” access by adapting to 
each user’s patterns
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Not Just a New WebsiteNot Just a New Website

• TDL Portal unifies access to distributed 
documents, data, and images
– Fetches web documents on demand (not a 

static site)
– Clearly identifies sources of information
– Superimposes uniform look-and-feel (not 

traditional framing)
– Automatically rewrites links to route them 

through portal



How It WorksHow It Works







Not Just Web LinksNot Just Web Links

• TDL adds “intelligence” to search and 
index operations

• Automatically indexes all documents at 
participating sites

• State-of-the-art technology for ranking 
document relevance
– Frequency of key terms (like standard 

search engines)
– Frequency of citation (like Google)





Documents, plus …



Reports and notes



Images



Animations/video



Personalized DeliveryPersonalized Delivery

• Adjusts interface to user’s preferences 
and needs
– System stores personal “favorites”
– Also keeps most-frequently-visited pages 

handy
– History mechanism makes it easy to 

repeat/resume/modify past queries





Incorporating User FeedbackIncorporating User Feedback

• Allows each user to benefit from past 
users’ experiences
– Exposes similar questions that others 

have asked
– Gathers user input about which pages are 

most useful in answering each question









When In Doubt, Add a Human to the 
Loop
When In Doubt, Add a Human to the 
Loop

Email access to
librarians



Where Things StandWhere Things Stand

• Proof-of-concept works
• Underlying mechanisms being enhanced 

as part of separate digital library effort
– NSF proposal not funded

• OrSt and ITIC are looking for partners
– Identifying & incorporating websites with 

valuable information
– Digitizing historical photos/audio
– Helping us seek funding



2:  Tsunami Computational Portal2:  Tsunami Computational Portal

• Shared web portal for executing 
computational model(s) of tsunami 
behavior

• Shared models maintained and supported 
by computing professionals
– Arctic Region Supercomputing Center

• Advantages
– One-stop access to models
– Simplifies use of models
– Streamlines access to input data, results



• Researchers access portal to
– Select conditions for which model will be run
– Specify parameters for model run and submit
– Access or download results
– Share comments on results, issues, 

recommendations for future enhancements

How It WorksHow It Works
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Initial ProjectInitial Project

ARSCPort to new systems, set up & 
manage system accounts, manage 
data

System 
program-
mers

NACSE
(OrSt)

Develop appropriate web interfaces, 
conduct usability tests

Interface 
designers

OrStDefine properties of hypothetical 
communities & other benchmarks

Scenario 
developers

Cornell
UAF/GI

Port models, parametrize them & 
enhance over time

Modelers

WhoActivitiesRole

– Currently funded by ARSC and NOAA grant
– Project initiates the portal – other models and 

capabilities later
– Interdisciplinary, extremely distributed team



Not as Easy as It Sounds …Not as Easy as It Sounds …

• Individual models have very little in 
common, e.g.
– Idiosyncratic ways of specifying 

bathy/topo grids
How many levels of subgrids can be nested 
within regional grid
Constraints on how nested grids align

• Most elements are hard-coded
– Control parameters with different names, 

values, meaning
– Formats of initial conditions, outputs, etc.



Not as Easy as It Sounds …Not as Easy as It Sounds …

*.dep

<model>.cfg
Compute 
Engine

user
profile

Public
website

authentication

User
Home-
page

Select
Model

Select
Region

Select
Grids

Select
Control
Parms

Specify
Generation
Mechanism

Provide
User

Metadata

Submit
Job

model
info

region
list/map

parms
info

choices
& parms

templates
&examples

user
profile

model
ID

region
ID

grid
nests

parm
values

file
names

parm
values

user
ID

data-
bases

temporary sFTP site

initiation msg

finalization msg

user notification

Job
Results
Page

View
Metadata

View
Data

meta-
data

Results
Processing 

Engine

data

Portal
View



Extensible IT Adds More ComplexityExtensible IT Adds More Complexity

• Geodatabase (rather than simple 
input/out files)
– To continue upgrading quality of 

bathy/topo grids over time
– To support quick visualization of results 

using standard mapping software
– To drive simulations (like Katada’s) and 

3D visualizations (like Bailey’s) too
• Software agents

– Link database and computational engines 
at different locations

– Enforce needed security



Behind the Scenes …Behind the Scenes …
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Where Things StandWhere Things Stand

• Two models have been ported to ARSC 
supercomputers

• Common formats defined for
– Bathy/topo grids
– Control parameters
– Output grids

• “Wizard”-style interface
– Guides researcher through selection of 

model, region, initial conditions
• Hardest part is acquiring reasonably 

complete bathy/topo data


